


Summary 
 

1. Introduction, context and motivation  

 

Modeling and simulating three-dimensional dynamic surfaces represents one of the main 

research areas of Computer Graphics and probably one of the most fascinating. The most prominent 

techniques for such simulations are physically-based methods, which have become an important part 

of the entertainment industry and are regularly employed in computer games, feature films and 

various computer based animations, for visual effects involving interacting fluids, textile materials, 

deformable and rigid bodies. One of the most important sub-domains of physically-based modeling is 

particle-based modeling, where surfaces are approximated through sets of discrete points having 

various physical properties such as mass, volume, speed, acceleration, and the behavior of such 

surfaces along with their interaction with the environment is governed by the laws of physics, more 

specifically by the forces that act upon particles. Particle-based modeling is a natural choice since in 

the real world interactions concerning deformable surfaces occur at a molecular level and, in theory, 

given a sufficient number of particles, any such surface can be accurately modeled. Such modeling 

techniques outstrip by far traditional key frame animation in terms of level of realism and 

complexity. 

Soft, deformable bodies exist all around us and we can no longer imagine a computer based 

simulation of the real world without emulating the behavior of such surfaces as realistically as 

possible. Physically-based models have been successfully used ever since they were introduced in 

order to develop computer generated visual content for an ever more difficult to impress audience. 

However, the strive for realism brought forth a new challenge, namely the strive for computational 

power and efficiency. As sequential computing hardware such as the Central Computing Unit (CPU) 

evolved, algorithms and techniques utilized suffered little or no change, the increase in performance 

being mainly obtained from higher CPU clocks, but as CPU speeds topped 4 GHz, the dreaded 

thermal barrier impeded further advancement in this direction. However, for some users this was not 

enough, thus the ``parallel era'' began.  CPUs evolved into multicore architectures and new 

specialized hardware for parallel computing emerged in the form of Graphic Processing Units (GPUs). 

However, with this new computing direction came the need for efficient parallel techniques in order 

to optimally utilize existent resources. 

Among scientific applications to benefit from GPU acceleration are physically-based simulations, 

the inherently parallel nature of physically-based models making them perfectly suited for GPU-

based implementations. Thus, in the last decade, research into this domain produced highly efficient 

parallel methods and techniques for accelerating the most time consuming phases of the 

simulations, namely the numerical integration and the collision detection. However, as the resolution 

of simulated models increases in the strive for realism, single GPUs can no longer cope with ever 

more demanding scenarios, especially due to memory limitations. Therefore, in order to continue 



pushing the boundaries of parallel physical-based simulation, we need to turn our attention towards 

more scalable computing architectures such as graphics clusters.  

It is our belief that particle-based simulation could largely benefit from utilizing such powerful 

computing architectures and thus the motivation for this thesis is centered on this idea, although 

challenges exist, mainly at application development level. Firstly, due to physical design and 

operating mode, both shared memory and distributed memory paradigms apply when designing 

applications that will run on GPU clusters. Adding the real-time attribute that such simulations 

usually require, along with the need to transform raw processed data into a form visually meaningful 

to the users, we end up with probably one of the most complex class of applications attempted to be 

implemented on such architectures. Main challenges include parallelization of physically-based 

models, implementing parallel numeric integration algorithms, parallel collision detection, 

distributed model processing on more cluster nodes, remote visualization and interaction with the 

simulated scene and, most importantly, ensuring communication and synchronization between all 

these processes. Thus any approach of physically-based simulation on GPU clusters must not limit 

itself to tackling each of the above challenges and optimizing these processes independently, but 

rather discover their interdependencies and treat them as modules contributing to efficient 

simulation, taking into account the aforementioned particularities of the underlying hardware. 

Furthermore, this new type of HPC computing should be made available to a broader audience 

through higher level programming interfaces. For example, powerful algorithms derived from 

numerical analysis may be developed for physically-based modeling by researchers in domains other 

than computer science, who may not want to be encumbered by all the intricate low level details of 

cluster workings. In this context, our work aims at researching the particularities of an optimized, 

modular and highly scalable application development architecture for designing physically-based 

simulation scenarios on GPU clusters. 

2. Research Objectives 

 

The main objective of this research is the optimization of interactive visual HPC applications such 

as physically-based simulations for running on GPU clusters. The objective is focused on researching 

the particularities of an optimized, parallel, distributed, modular and highly scalable application 

development architecture for designing particle-based simulation scenarios. 

Other important objectives, derived from the main objective, are: 

• to identify possible modular structures for the application development architecture; 

• to identify communication patterns between individual modules; 

• to propose a conceptual architecture based on the optimum modular design and 

communication interfaces identified; 

• to implement and optimize individual modules based on adapting currently employed 

parallel techniques in physically-based modeling for usage in GPU clusters; 

• to extend particle-based models and the application development architecture in order 

to use them outside the domain of computer animation; 

• to test and evaluate the proposed architecture; 



3. Thesis outline 

 

The thesis is organized in eight chapters, with 151 bibliographic references. The contributions 

highlighted throughout this paper were published in 1 B+ scientific journal, 5 articles in international 

conferences indexed as ACM or IEEE and 3 presentations at different conferences, workshops and 

trainings. 

Chapter 1 is an introduction to the research domain and this thesis, describing the background 

and motivation of the current research, along with the main research objectives. 

Chapter 2 offers an analysis of parallel and distributed computing architectures. It focuses on 

shared-memory and distributed-memory systems, emphasizing advantages and disadvantages that 

each category holds, with regard to particle-based modeling. Modern shared-memory architectures 

such as the Graphics Processing Unit are analyzed and, at the end, we conclude that, in order to 

provide a fast and scalable solution for particle-based simulators, hybrid architectures such as 

graphics clusters may offer most advantages, by combining strong points from both shared-memory 

and distributed-memory systems. 

Chapter 3 is a critical survey of models and techniques employed in physically-based simulations. 

It gives an overview of existing and related research on physically-based simulations, as well as 

attempting a high-level formal description of particle-based models. Several models for simulating 

cloth and fluids are analyzed from a parallelization potential point of view, such as particle-based and 

models based on continuum mechanics, as well as most utilized explicit and implicit numerical 

integration techniques and collision detection methods. The formal description of particle-based 

models abstracts the concept of particle in order to facilitate a possible extension of particle-based 

simulators outside the scope of computer animation. An initial modular structure for an application 

development architecture, based on the main steps required for particle-based simulations is 

described at the end of the chapter. 

Chapter 4 discusses in detail the parallel techniques developed for accelerating particle-based 

simulations on graphics clusters. It covers the most important issues for parallel particle-based 

simulations such as model decomposition and distribution at GPU level and at graphics cluster level, 

hybrid CPU/GPU parallelism and parallel numerical integration. For model partitioning we decided on 

a static domain decomposition method that ensures minimal length frontiers and thus minimizes 

network traffic required for synchronization. We also proposed a technique that ensures minimal 

modification to the kernels used for the single machine approach by keeping an extended model on 

each processing node. CPU/GPU parallelism was employed in order to minimize idle times for the 

CPU while waiting for GPU tasks to complete. By employing a technique which decouples several 

steps of the simulation process, we were able to run the simulation in an out-of-phase manner and 

carry out CPU-based synchronization tasks while the GPU executed the complex computation tasks. 

Parallel explicit numerical integration is achieved using a two-pass data parallel approach, while, for 

implicit integration, we rely on a parallel version of the Conjugate Gradient algorithm. To further 

accelerate computation and reduce memory requirements, we developed an efficient technique to 

update the large sparse matrices involved in implicit integration directly into the Compressed Sparse 

Row storage format, by exploiting their regular structure. 



Chapter 5 introduces ParTSim, a parallel, distributed, modular application development 

architecture for running particle-based simulations on graphics clusters. The architecture is based on 

a client-server approach and, at server level, is organized based on the main modules that were 

identified as indispensable for this kind of simulations, along with modules introduced by the 

particularities of the computation process on these distributed and remote computing architectures. 

Based on open standards like OpenCL and OpenGL, this architecture uses interoperability between 

general purpose computing and rendering on the same GPU, thus reducing memory transfers 

between device and host and greatly improving performance. The modular structure allows 

increased flexibility in combining various models with various numerical integration techniques and 

collision detection and resolve methods. This chapter also treats the issues that arise in the context 

of graphics clusters due to the distributed and remote nature of the processing. To obtain 

performant centralized visualization, we present an optimized parallel rendering technique. Based on 

a sort-last approach to parallel rendering and coupled with a Region-of-Interest algorithm, this 

technique greatly improves simulation performances when visualization of the entire scene and 

model is required on a single display device. Remote visualization and interaction is ensured by using 

a solution based on the VNC protocol that offers great performances for running interactive remote 

graphics applications even when lacking physical display devices as is the case of most GPU clusters. 

Chapter 6 aims at extending particle-based models with regard to their initial scope. Based on 

the formal description in chapter 3, we identify possible correspondences between particle-based 

models employed in computer graphics and models belonging to other scientific domains, such as 

sociophysics and econophysics. This allows us to use the ParTSim architecture in order to accelerate 

simulations outside the field of soft-body dynamics. As a case study, we simulate an existing model 

for technology diffusion using a visual particle-based approach. We identify correspondences 

between the main elements of a traditional particle-based model and the elements of the 

sociophysics model and we run the simulation interactively using the ParTSim architecture. 

Chapter 7 describes the experimental validation and evaluation of the ParTSim architecture and 

of all parallel simulation techniques presented in previous chapters. For performance evaluation we 

use metrics specific both to parallel computing and to computer graphics, such as execution time, 

speedup and frame rate.  

Chapter 8 highlights the conclusions together with the main contributions and future work. 

4. Contributions 

 

The main contribution of this thesis is the development of powerful parallel techniques that allow 

particle-based models to be interactively simulated on graphics clusters. Other original contributions 

that have direct impact on achieving this major objective are listed below: 

• defining a formal description of particle-based models, based on their constitutive elements, 

that facilitates a possible extension with regard to their initial scope, outside the field of 

computer graphics [2]; 



• the description of a parallel model decomposition technique for running particle-based 

simulations on GPUs and graphics clusters that minimizes border lengths and preserves 

global ordering of particles [5]; 

• the description and implementation of a hybrid CPU/GPU parallel technique that improves 

simulation performance through minimization of CPU idle times [4]; 

• the description and implementation of an out-of-phase simulation method that allows 

decoupling GPU kernel execution and CPU-based synchronization [4]; 

• the description and implementation of a parallel two-pass implementation of the velocity 

Verlet explicit integration technique for graphics clusters [4] [5]; 

• the description and implementation of a parallel update technique for the large sparse 

matrices that are involved in implicit integration that allows fast, efficient update directly 

into the Compressed Sparse Row format [3]; 

• the description and implementation of ParTSim, an  optimized, parallel, distributed, modular 

and highly scalable application development architecture for designing particle-based 

simulation scenarios on graphics clusters [1]; 

• identifying the communication patterns between individual modules of the ParTSim 

architecture [1]; 

• the description and implementation of a GPGPU/Rendering pipeline interoperability mode 

based on OpenCL/OpenGL that avoids unnecessary memory transfers between host and 

device in order to render particle-based models [5]; 

• the description and implementation of an optimized sort-last approach to parallel rendering 

for particle-based simulations that uses a region-of-interest algorithm to reduce the amount 

of network traffic needed for synchronization [4]; 

• adapting remote visualization and interaction techniques and tools existent in the research 

literature for interactive particle-based simulations on graphics clusters [5]; 

• expanding particle-based models with regard to their initial scope, as to allow the simulation 

of models outside the domain of computer graphics, based on their formal description [2]; 

• validating and evaluating the performance gain obtained by using the proposed parallel, 

distributed techniques for GPU cluster-based simulations [3] [4] [5]; 

• validating and evaluating the ParTSim architecture by performing a visual performance 

comparison of explicit and implicit integration [1]; 

• validating and evaluating the particle-based simulation of sociophysics models [2]; 
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